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1. When to use an FMEA 

FMEA is used to:

· identify potential failure modes 

· determine the failure mode’s effect on the operation of a product or process 

· identify actions to mitigate the failures. 

Note: Anticipating what might go wrong with a product or process is a crucial step in FMEA. While anticipating every failure mode is not possible, the team should formulate as extensive a list of potential failure modes as possible.

The following are examples of when an FMEA may be used:

· When a process, product or service is being designed or redesigned. 

· When an existing process, product or service is being applied in a new way. 

· Before developing control plans for a new or modified process. 

· When improvements are planned for an existing process, product or service. 

· When analysing failures of an existing process, product or service. 

· Periodically throughout the life of the process, product or service (a review period should be set).

2. Establishing the FMEA review team & scope

Follow these stages to establish an appropriate FMEA team and ensure that the scope of the FMEA is clearly defined. 

	Stage
	Description

	1
	Record the names of the FMEA review team in Appendix C - FMEA table. The team should consist of, but not be limited to the following:

· Independent Facilitator

· Quality Manager or Quality delegate/representative

· System / process / procedure owners

· Subject Matter Experts (routine operator or user of process or system)

· Any other relevant cross functional staff & other members as identified or nominated by the relevant committee.

	2
	Define the scope of the FMEA concisely and record in Appendix C - FMEA table.

	3
	If the process / procedure being reviewed is part of a greater system, confirm that all areas which overlap with other parts of the system are adequately included to prevent gaps in the analysis.


3. Mapping the ‘as is’ process

The current (‘as is’) process is mapped to identify where problems are occurring. This is described in more detail in ‘Reference Guide – Process Mapping’. The final map should be drawn using Microsoft Visio and include a legend that describes all the symbols included. 

4. GxP impact assessment 

A GxP impact assessment determines if a system/process step has a direct impact on patient safety, donor safety or product quality. This assessment, outlined below, is to ensure that process steps that have a direct GxP impact are subjected to the FMEA methodology.

	Stage
	Description

	1
	For the process under review, the FMEA team must ask the following question for each process step:

· Does it have an impact on patient safety?

· Does it have an impact on donor safety?

· Does it have an impact on product quality?

	2
	Take the following actions:

If…

then…

the answer is “No” to all of the questions listed in stage 1 above


the process step has no direct GxP impact. There is therefore no requirement to run this process step through the FMEA.  

the answer is “Yes” to at least one of the questions listed in stage 1 above

the system/process step has a direct GxP impact. This process step is to be subjected to the FMEA methodology.

Document the following:

· the outcome of the GxP impact assessment, including a a statement that justifies each decision 

· a record of who was involved in the decisions

· QMS evidence and/or SME knowledge to support the justification.



	3
	Lists the process steps with a direct GxP impact in Appendix C - Column A. These will now be considered for possible failure modes.


5. Identifying potential failure modes 
Note: A failure mode is defined as the manner in which a process could potentially fail to meet the intent.  This includes everything that could possibly go wrong, e.g. where things could break down, not turn up, malfunction etc. 

The activity outlined below lists all the possible failure modes for each process step identified as having GxP implications. 

	Stage
	Description

	1
	In Appendix C - Column B list all the potential failure modes for each process step identified in Section 6 stage 4. Use brainstorming, general experience and any available data to identify these failure modes.

	2
	The team determines the failure effect of each potential failure mode and records it in Appendix C - Column C. 

Note: A failure effect is defined as the result of a failure mode, i.e. what a customer might see or experience should the identified failure mode occur.

	3
	Referring to Appendix B (Severity in the FMEA Rating Table), rate the severity for each potential failure effect and record it in Appendix C - Column D. 

Note: The intent of rating is to guide the team about whether a failure is a minor or a major issue. This information can help to prioritise and focus on the real issues.


6. Identifying causes for each failure mode 

The root cause of the failure mode must be identified to ensure that any recommended solutions will have an impact on the real problem and not just the symptoms of the problem.

	Stage
	Description

	1
	The following tools can be used to determine the root cause (refer to Appendix A for more details). The selected tool will depend on the complexity of each defined problem/failure mode:

· Cause and Effect Analysis (fishbone diagram). Explore, identify and graphically display all of the possible causes or variables related to the process to discover its root cause, using a structured approach under the 6 ‘Ms’ as described in Appendix A. 

· Brainstorming: explore, identify and graphically display all of the possible causes or variables related to the process to discover its root cause, using a non-structured approach. 

· 5 Whys Analysis: verbal/written means of drilling down through 5 levels of ‘why’ the failure mode occurred. Used to get to root cause quickly. Often used in conjunction with a Fishbone Analysis.

	2
	Record the potential cause(s) of each failure mode in Appendix C – Column E.

	3
	Rate the occurrence (refer to Appendix B) of each potential cause and record in Appendix C – Column F. 

Note: The intent of rating for each cause indicates the likelihood (i.e. probability) of the cause occurring.


7. Identifying current controls and calculating the risk profile number (RPN)

Current controls are the mechanisms or tests that are already in place to prevent the cause of the failure mode from occurring or which detect the failure before it reaches the customer. 

The Risk Profile Number (RPN) is a mathematical product of the numerical Severity, Occurrence and Detection ratings. The rating provides guidance to determine the greatest level of concern. 

	Stage
	Description

	1
	In Appendix C – Column G list the existing controls that would minimise the potential causes and therefore the failure mode.

	2
	Rate the likelihood of detection (refer to Appendix B) of each potential failure mode based on the existing controls and record each in Appendix C – Column H. 

Note: The intent of the detection rating is to assess that the current controls will detect the cause of the failure mode or the failure mode itself, thus preventing it from reaching the customer.

	3
	Based on the completion of Appendix C - FMEA table columns A to H, the RPN is calculated for each potential failure mode, as follows:

RPN = Severity (column D) x Occurrence (column F) x Detection (column H) 

	4
	Record the RPN value in Appendix C – Column I. The failure modes that have the highest RPN should be given the highest priority for corrective action. 


8. Implementing a mitigation plan and re-evaluating the process

Select failures with the characteristics of a high Risk Priority Number (RPN) and create a mitigation plan (corrective and/or preventative) to address the cause and eliminate or reduce the RPN. 

As a guide, implement a mitigation plan for failure modes with an RPN ≥ 150. However, it may be prudent to implement a mitigation plan for risks with a score lower that 150; judgement is required to assess these cases based on:

· the number of failure modes with an RPN ≥ 150 (i.e. the more failure modes, the more complex the plan)

· the resources and time available to implement the plan

· whether a particular failure mode score significantly high for one particular rating (e.g. it may be worth creating a mitigation plan for a severity level 10 even if the occurrence and detection were low enough to bring the overall score to below 150).

Follow the outline below to implement a mitigation plan and to confirm that the changes and implemented actions have reduced or eliminated the cause of the defined failure.

	Stage
	Description

	1
	Review the completed FMEA table:

· confirm the RPN cut off for the implementation of a Mitigation Plan (i.e. ≥ 150 or lower)

· select the failure modes with the highest RPN for which you will develop a mitigation plan 

· using Appendix D, record the failures that have been identified as having a high RPN. Re-record the Process Step (Column A) and Potential Causes (Column E) from Appendix C into Appendix D to ensure traceability across the forms.

	2
	For each cause of a potential failure, recommend an action which will either remove or minimise the risk and record this in Appendix D - Column J.

	3
	Define the person, team or committee responsible for implementing the action in Appendix D - Column K. The FMEA team, must agree with the recommended actions. 

These actions should be assigned a target date and tracked as part of the overall project effort or project change plan. This will ensure that the change occurs smoothly.

	4
	Upon the completion of the recommended actions, re-evaluate each of the ratings (Severity, Occurrence, Detection) and re-calculate of the RPN for each cause. Record in Appendix D – columns M to P.

	5
	Review the ‘as is’ Process Map to determine if the process has changed based on the completion of actions.  If this is the case, it is recommended that the process map and any other relevant documentation are updated to reflect the new (‘to be’) process.


Appendix A: Cause and effect analysis (fishbone diagram)

Define the problem

Record each effect in the ‘head’ of the fishbone diagram (see Figure 1).

Methodically establish the potential causes of the effect using the major categories in the ‘bones’ of the diagram using the 6 ‘Ms’, i.e.

· huMan

· Material

· Method

· Machine / EquipMent

· environMent

· Measurement

Note: A cause may be placed in as many categories as it seems fit. In addition, you may add and delete categories that you feel are appropriate. Make the categories fit the problem.

Identify possible cause

Ask “Why does this happen?” for each cause. Repeat the same question “why?” for each cause until the team decides it has enough information to identify the root cause or 5 levels of “why?” has been asked. 

Analyse the diagram

Interpret for root cause or drivers of the effect by one or more of the following methods:

· Look for causes that appear repeatedly

· Look for obvious clues, i.e. one branch of the fishbone having a majority of causes

· Gather data to determine the relative frequencies & weightings of the different causes.

Appendix B: FMEA rating

	Rate
	Rate of Severity
	Rate of Occurrence
	Rate of Detection

	10
	Hazardous without Warning
• May endanger machine or operator
• Affects safe operation of product / production, and / or involves non-compliance with government regulation
• Failure will occur without warning.
	Very high
Failure is almost inevitable.
1 in 2
	Almost impossible
No known control(s) available to detect potential cause and subsequent failure mode. 

	9
	Hazardous with Warning
• May endanger machine or operator
• Affects safe operation of product / production, and / or involves non-compliance with government regulation
• Failure will occur with warning.
	Very high
Failure is almost inevitable.
1 in 3
	Very remote likelihood that current control(s) will detect a potential cause and subsequent failure mode.

	8
	Very High
• Major disruption to production
• 100% of production may have to be scrapped
• Product / equipment inoperable, without primary function
• Customer very dissatisfied.
	High
Generally associated with processes similar to previous processes that have often failed (i.e. repeated failures).
1 in 8
	Remote likelihood that current control(s) will detect a potential cause and subsequent failure mode.

	7
	High
• Minor disruption to production
• Production may have to be sorted and a portion (<100%) scrapped
• Product / equipment operable but at significantly reduced level of performance, that is, only primary function(s) operable
• Customer dissatisfied.
	High
Generally associated with processes similar to previous processes that have often failed (i.e. repeated failures).
1 in 20
	Very low likelihood that current control(s) will detect a potential cause and subsequent failure mode.

	6
	Moderate
• Minor disruption to production
• Production may have to scrap a portion of the product (<100%) - no sorting
• Product / equipment operable, but at reduced level of performance (some secondary functions inoperable)
• Customer dissatisfied.
	Moderate
Generally associated with processes similar to previous processes that have experienced occasional failures, but not in major proportions (i.e. occasional failures).
1 in 80
	Low likelihood that current control(s) will detect a potential cause and subsequent failure mode.

	5
	Low
• Minor disruption to production
• 100% of production may have to be re-worked
• Product / equipment operable, but at slightly reduced level of performance
• Some customers dissatisfied.
	Moderate
Generally associated with processes similar to previous processes that have experienced occasional failures, but not in major proportions (i.e. occasional failures).
1 in 400
	Moderate likelihood that current control(s) will detect a potential cause and subsequent failure mode.

	4
	Very Low
• Minor disruption to production
• Production may have to be sorted and a portion (<100%) re-worked
• Minor non-conformance to production specification
• Defect noticed by average customers.
	Moderate
Generally associated with processes similar to previous processes that have experienced occasional failures, but not in major proportions (i.e. occasional failures).
1 in 2,000
	Moderately high likelihood that current control(s) will detect a potential cause and subsequent failure mode.

	3
	Minor
• Minor disruption to production
• A portion of production may have to be re-worked (<100%) - on-line 
• Minor non-conformance to production specification
• Defect noticed by average customer.
	Low
Isolated failures associated with similar processes (i.e. relatively few failures).
1 in 15,000
	High likelihood that current control(s) will detect a potential cause and subsequent failure mode.

	2
	Very Minor
• Minor disruption to production
• A portion of production may have to be re-worked (<100%) - on-line 
• Minor non-conformance to production specification
• Defect noticed by discriminating customer.
	Very Low
Only isolated failures associated with almost identical processes.
1 in 150,000
	Very high likelihood that current control(s) will detect a potential cause and subsequent failure mode.

	1
	None
No effect
	Remote. 

Failure is unlikely.  No failures ever associated with almost identical processes.
1 in 1,500,000
	Almost certain
Current control(s) almost certain to detect the failure mode. Reliable detection controls are known with similar processes.


Appendix C: FMEA table

	FMEA Scope:
	FMEA Date Conducted:

FMEA Team Members: 


	Process Step (A)
	Potential Failure Mode (B)
	Potential Failure Effects (C)
	SEV (D)
	Potential Causes (E)
	OCC (F)
	Current Controls (G)
	DET (H)
	RPN (I)

	What is the process step?
	In what ways can the process step or input fail?
	What is the impact on the key output variable once it fails?
	
	What causes the key input to go wrong? Determine root cause. 

eg: 5 whys. Fishbone diagram
	
	What are the existing controls & procedures that prevent the cause or the failure mode?
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	


Appendix D: FMEA mitigation

	FMEA Scope:
	FMEA Date Conducted:

FMEA Team Members: 


	Process Step (A)
	Potential Causes (E)
	Actions Recommended (J) 
	Resp (K)
	Action Taken (L)
	Sev (M)
	OCC (N)
	DET (O)
	RPN (P)

	Record  from Appendix C
	Record from Appendix C
	What are the actions for reducing the occurrence of the cause or improving detection? 
	Who is responsible for the action? 
	Confirm that the actions have been completed
	Revised rating after actions taken

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	


Definitions

	Term/abbreviation
	Definition

	GxP

	Good Practice regulatory guidelines such as GLP (Good Laboratory Practice) or GMP (Good Manufacturing Practice). 

	Risk Priority Number (RPN)
	The Risk Priority Number is a mathematical product of the numerical severity, Occurrence and Detection ratings. This number is used to place priority on items that require additional quality planning.

RPN = (S) x (O) x (D)

	Failure
	Failure is the cessation of satisfactory operation, either temporarily or permanently.

	Potential failure mode
	The way in which a process could fail at its specified function.

	Detection
	Detection is an assessment of the likelihood that the mechanisms provided to prevent the Cause of the Failure Mode from occurring will detect the Cause of the Failure Mode or the Failure Mode itself.

	Effect
	A consequence, in the case of an FMEA, an adverse consequence.

	Occurrence
	Frequency of an incident or event.

	Mitigation
	The action of reducing the severity of a potential incident or event.

	Cause
	The means by which a process results in a failure mode.

	Severity
	An assessment of how serious the effect of the potential failure mode is on the overall process.
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